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UPT Hardware/Software Performance Specification

1. Introduction

1.1 Scope

This is the performance specification for the Universal Protocol Translator (UPT) replacement project.  

1.2 Overview

The Universal Protocol Translator (UPT) serves as a specialized modem for sending and receiving messages via legacy protocols at the Naval Network and Space Operations Command (NNSOC) headquarters in Dahlgren, Virginia.  The existing UPT, installed at NNSOC, has multiple connections to various sites external to NNSOC, and limited connections to the NNSOC Mission Processing System (NMPS).  The NMPS primary connections are with the Communications Host (CH) software running on a UNIX platform and with a Network File System (NFS), both via a TCP/IP based network.  The CH handles message header whereas the UPT handles message transmission and reception via the protocols.  Message data delivered via the communication circuits enters the building, passes through a cryptologic box, then a patch panel.  The patch panel connects the circuits to the UPT, which then delivers data to the CH.  The legacy protocols used at the NMPS are AUTODIN MODE I (MODE1), ADCCP 128, and Teletype (TTY).  Communication circuit connections are made to the UPT via ports in specialized serial I/O cards in the UPT.  The UPT passes messages to and from the CH via a mounted NFS and a socket-based TCP/IP interface.  It is monitored and configured via a Graphical User Interface (GUI) from a workstation on the NMPS network.  The UPT is connected to a system operating at the Secret-High level and must meet specific security requirements.

2. Applicable Documents

The following documents describe the existing UPT and its interface, and provide information necessary for the replacement project:

a. Universal Protocol Translator (UPT) Graphical User Interface (GUI) User Manual, dated 14 April 1994, prepared by VARCOM Corporation.

b. Universal Protocol Translator (UPT) Application Interface Specification (AIS), dated 8 April 1997, prepared by Telemetry System Inc.

c. Communications Host to UPT Interface, dated 30 January 2004, Anthony Brown, Naval Network and Space Operations Command. 

d. N/SP-STD-1200B, Advanced Data Communication Control Procedures (ADCCP) Within The Integrated Tactical Warning/Attack Assessment (TW/AA) System, dated 31 October 1990, North American Aerospace Defense Command.

e. DISA AUTODIN Category III Certification Test (DISA circular 370-D195-3), date unknown.

f. Controlled Access Protection Profile, dated 08 October 1999, Information Systems Security Organization.

g. ipc_lib.c software module, version 1.0.

h. upt.h include file.

i. channels.dat sample format file.

3. Requirements

3.1 General

3.1.1 The UPT shall operate continuously 24 hours per day.

3.2 Performance

3.2.1 The UPT shall provide a minimum of thirty-six (36) communication channels (ports).  All 36 channels (ports) shall be able to function simultaneously.

3.2.2 The UPT shall support AUTODIN MODE1, ADCCP-128 and Teletype protocols.  The serial communication protocols shall be dynamically downloadable to the channels via the GUI i.e. each channel shall be configurable to any of the three protocols.

3.2.3 Each channel shall be independently selectable for EIA-232 or MIL-STD-188.

3.2.4 Each channel shall be independently selectable for DTE or DCE.

3.2.5 Each channel shall be independently selectable for synchronous or asynchronous.

3.2.6 Each channel shall be independently selectable for a baud rate specified in section 3.2.16.

3.2.7 Each channel shall operate independently of the others.  Operational status on one channel shall not affect the other channels. 

3.2.8 The UPT shall support at the minimum this configuration:

	
	ADCCP-128
	MODE1
	Teletype
	Spare

	Number Of Channels
	15
	9
	1
	11


At a minimum, the 11 spares shall be configurable to allow an additional 5 ADCCP-128 channels and an additional 3 MODE1 channels.

3.2.9 Each channel shall be independently configurable for the following operational settings:

a. Saturation Threshold.  Maximum number of messages that may be queued for transmit for a channel before it is considered saturated.  The UPT shall inform the CH of channel saturation.

b. Unsaturation Level.  The percentage of saturation threshold at which the channel is considered unsaturated.  The UPT shall inform the CH of a channel no longer saturated.

c. Timeout value.  The number of seconds the CH will wait to receive a complete message to arrive from the UPT before rejecting the message.  The UPT shall write this to the channel configuration file and the CH will read it from there.

3.2.10 The UPT shall define a set of environment variables or have a local configuration file to specifically define the locations for directories in the government owned NFS and set particular service names.

a. Incoming message directory  (INCOMING_DIR).  The UPT shall place messages here in order to pass an incoming message to the CH.

b. Outgoing message directory (OUTGOING_DIR).  The UPT shall pick-up messages here once notified by the CH that a message is ready to be transmitted.

c. Offline message directory (OFFLINE_DIR).  The UPT shall write incoming messages here when socket connection with CH is broken (i.e. CH is down).

d. Channel configuration file location (CHANNEL_CONFIG_DIR).  The UPT shall write channel configuration file here.

e. Test transmit directory (TEST_TRANSMIT_DIR).  The UPT shall allow user to select messages from this directory to transmit down a specified channel when the GUI option is selected.

f. Test receive directory (TEST_RECEIVE_DIR).  The UPT shall write incoming messages here when the GUI option is selected for that channel.

g. Log directory (LOG_DIR).  The UPT shall write all logs to this directory.

h. Comm service (COMM_SERVICE).  The UPT shall establish a server side socket by this name for the CH to connect to as a client.

i. GUI service (GUI_SERVICE).  The UPT shall establish a server side socket by this name for the GUI(s) to connect to as client(s).

3.2.11 The UPT shall interface with the CH as follows:

a.  When there is a message to be passed between the CH and the UPT, the sending party shall write the message to a government owned mounted NFS directory, specified via configurable parameters.  The sending party shall then notify the receiving party by sending a communications packet via a socket-based TCP/IP interface. When sending an outgoing message, the UPT shall send a response to the CH indicating the status of the message being transmitted.  There are separate file system directories for sending and receiving (INCOMING_DIR and OUTGOING_DIR).

b.  The directories for receiving, sending, and storing offline messages (INCOMING_DIR, OUTGOING_DIR, and OFFLINE_DIR) contain precedence subdirectories Y, Z, O, P, and R. (Y = EMERGENCY, Z = FLASH, O = IMMEDIATE, P = PRIORITY, and R = ROUTINE).  The UPT shall write messages to the appropriate precedence subdirectories in the INCOMING_DIR and OFFLINE_DIR directories, and pass messages to the CH in order of highest precedence to lowest precedence.  The CH will do the same with respect to sending messages to the UPT via the OUTGOING_DIR directory.

c.  The socket-based TCP/IP communication interface between the CH and the UPT is implemented using C language subroutines defined in the attached software module "icp_lib.c".  These subroutines are "IcpConfigureServer", "IcpConnectToServer", "IcpRead", and "IcpWrite".  They are used to facilitate the establishment of a communications path, the fetching of communications packages, and the sending of communications packages.  A set of subroutines shall be provided by the vendor, which will perform these functions. It is permissible to use the current four C language subroutines (IcpConfigureServer, IcpConnectToServer, IcpRead, IcpWrite) defined in the module, but alternatives are also acceptable.  Alternative subroutines shall not have the same names as the current subroutines so as not to conflict with the CH's use of the module calls to other programs.  Alternative subroutines shall maintain the same functionality as the original subroutines and support the current C structures defined in the following paragraph (d).   

d.  The communications packages sent between the UPT and the CH shall follow the structure of "UptCommandType" and "UptResponseType" as defined in the software module "upt.h".  The command names that shall be emulated are UPT_LOGIN, STATUS_CHANNEL, REQUEST_STATUS_REPORTS, STOP_CHANNEL, CHANNEL_TABLE_UPDATE, START_CHANNEL, COMMAND_RESPONSE, START_XMIT, and INPUT_MESSAGE.  These commands are outlined in the document: “Communications Host to UPT Interface”, dated 30 January 2004, Anthony Brown, Naval Network and Space Operations Command.  This document outlines the interface specification the UPT shall use to communicate to the CH.  Details on the structures required for these packages may be found in the document: “Universal Protocol Translator (UPT) Application Interface Specification (AIS)”, dated 8 April 1997, prepared by Telemetry System Inc.

3.2.12 The UPT shall provide store and forward functionality as follows:

a.  Incoming message traffic to NMPS.  The UPT shall recognize when the socket connection with the CH is broken (i.e. the CH is down).  When this situation occurs, the UPT shall send all incoming messages to an offline directory (OFFLINE_DIR).  When the socket connection to the CH is re-established, the UPT shall recognize this change in state, pick up each message from the offline directory (OFFLINE_DIR) by precedence (EMERGENCY, FLASH, IMMEDIATE, PRIORITY, or ROUTINE), put it in the appropriate precedence subdirectory of the incoming message directory (INCOMING_DIR) and notify the CH of the arrival of the incoming message via the CH interface specification. The message notifications for data collected in the offline directory shall be sent to the CH in order of highest precedence to lowest precedence, and then in time order with oldest message first.  Live data shall be given higher processing precedence over offline data, within the same message precedence. 

b.  Outgoing message traffic from NMPS. The UPT shall recognize when a channel is down and then alert the CH of this condition via a STATUS_CHANNEL command to the CH as outlined in the interface documents.  The CH will then take care of buffering outgoing messages and will send them to the UPT upon receiving a subsequent STATUS_CHANNEL command indicating the channel is back up.  In some cases, the CH may choose to send messages down another channel. Upon notification, the CH will purge all queued messages on the UPT for that channel.  The CH will either find an alternate transmission route for these messages and any subsequent messages or it will requeue messages on the vendor unit for the down channel. Once connectivity is re-established, the UPT shall transmit outgoing messages in order of highest precedence to lowest precedence, and then in time order with oldest message first.

c.  NFS. The UPT shall support the ability to store and forward messages on the government owned NFS mounted file system for 24 or more hours without losing any messages.  (50,000 messages received, 5000 transmitted, per day.)  The government will insure the necessary space is available in the NFS.

3.2.13 The UPT shall store channel configuration information in an external ASCII file, see the attached “channel.dat” file for example.  Each channel configuration entry shall, at a minimum, contain the channel's name, whether or not the channel is enabled for operation, the protocol the channel is using, the channel saturation threshold, the channel unsaturation level, and the timeout value for the CH.  This file shall reside on a government owned mounted NFS accessible to the CH.  The location of the file shall be specified via an environment variable or configuration parameter (CHANNEL_CONFIG_DIR).

3.2.14 A GUI configuration program running on an operator console (currently, an IBM IntelliStation Power 9112 Model 265 workstation running AIX 4, but will soon run AIX 5) shall be provided for channel configuration, downloading of protocols, real-time channel monitoring, and be capable of transmitting and receiving test messages.  Details on the existing GUI may be found in the document titled “Universal Protocol Translator (UPT) Graphical User Interface (GUI) User Manual”, dated 14 April 1994, prepared by VARCOM Corporation.  The supplied GUI shall meet the following requirements:

a.  Multiple GUIs shall be allowed to be active at one time on the same unit.  

b.  The GUI shall be one of many applications running from the operator workstation (the IBM colt workstation).  The GUI shall operate as an independent application and not interfere with other applications.

c.  The GUI shall satisfy the guidance in accordance to the “Controlled Access Protection Profile”, dated 08 October 1999, prepared by Information Systems Security Organization.

d.  GUI shall display:

- Parameter settings (as set per environment variables or configuration file)

- Node name

- OS version running

- Diagnostic information
e.  GUI shall display for each channel:

- Channel id info (e.g. card, channel)

- Channel status, real time (e.g. up, down, loaded, unloaded, able to receive, able to transmit)

- Channel short name (5 char), defined by user

- Channel description (32 char), defined by user

- Protocol loaded for the channel

- Bps rate selected for the protocol

- Number of messages queued for the channel

- Protocol specific parameters as defined by each protocol.

- Saturation threshold

- Unsaturation level

- Timeout value 

f.  The GUI shall use colors to designate channel status.  

g.  The GUI shall be able to perform the following card and channel operations:

- Start/stop card

- Start/stop channel (or enable/disable as appropriate)

- Dynamically select and reconfigure protocols.

- Dynamically select channel bps rate

- Toggle the location for obtaining messages for transmit between the Outgoing Directory and the Test Transmit Directory (OUTGOING_DIR and TEST_TRANSMIT_DIR) for a channel.

- Toggle the location for sending incoming messages between the Incoming Directory and the Test Receive Directory (INCOMING_DIR and TEST_RECEIVE_DIR) for a channel

- Delete messages from the outgoing message directory  (OUTGOING_DIR) for a channel.  The GUI shall do this by passing multiple MESSAGE_NAK_CANCEL commands to the CH as outlined in the interface documents.

h. The GUI shall provide visual alarms.  

i. Any audible alarms on the GUI should be adjustable by the operator (on/off, volume high/low).

j. The GUI shall indicate channel outage conditions within 5 seconds of detection.

3.2.15  At a minimum, the baud-rate selections for MODE1 shall include: 1200, 2400, 4800, and 9600 bps. 

3.2.16 At a minimum, the baud-rate selections for ADCCP-128 and Teletype shall include: 1200, 2400, 4800, 9600, 19200, and 38400 bps.

3.2.17 The maximum composite data rate per communication card shall not be less than the sum of the maximum baud rates (dependent on the type of protocol) of all ports per card.   

3.2.18 The maximum composite data rate of the UPT shall not be less than the sum of the maximum baud rates (dependent on the type of protocol) of all ports in the UPT.   

3.2.19 At a minimum, the UPT shall be able to receive 50,000 messages per day and transmit 5000 messages per day. (Message size being 2000 characters.)

3.2.20 The UPT shall allow a designated NNSOC system administrator to log into the unit via password from a remote location if any system messages are capable of being written to the standard output and would not be visible via the GUI.

3.2.21 The UPT shall not add more than an average of two seconds of transmission delay to a message due to internal processing overhead.

3.2.22 The UPT shall be able to forward messages to the CH that were stored in the OFFLINE_DIR at an average rate of 18000 per hour, at a minimum.

3.2.23  The UPT shall automatically reestablish support for data communications within 5 seconds of restoration of connectivity with an external site.

3.2.24 The UPT shall detect when the Government owned NFS is unavailable and respond appropriately.  If detected, the UPT shall send Receiver Not Ready (RNR) and Wait Before Transmit (WBT) messages to External sites and the GUI shall alert operators of the situation.

3.2.25 The UPT shall provide the following logs:

a. Security audit log.  Who logged in and when, etc.

b. System log.  General system information, startup, shutdown, channel error, etc.

c. Message log.  Time-stamp, message, channel, receive or transmit, etc.

The logs shall be written to the log directory (LOG_DIR) on the government owned NFS file system.  The logs shall be time-stamped to the second, at a minimum.  New log files shall be created each day at day change and have a naming convention that includes the date.

3.2.26 Upon powering up, the UPT shall run diagnostics tests on memory, internal devices, external devices, and each channel.  The UPT shall inform the operator of the status of all internal/external devices and of each channel.
3.2.27 The UPT shall supply the following testing functionality per channel: 

a. The operator shall be able to choose a particular channel and set it via GUI options for test message transmission.  The operator shall then select test messages (i.e. canned messages) from a specified directory (TEST_TRANSMIT_DIR) and transmit them to external sites. The operator shall be able to select a test message for continual repeat sending, such that the unit keeps sending the message over-and-over until the operator turns the option off for that channel.

b. The operator shall be able to choose a particular channel and set it via GUI options to route incoming messages to an alternate directory (TEST_RECEIVE_DIR).  The messages written to this directory shall be in ASCII text.  When a channel is configured in this mode, the UPT shall not send messages to the CH or notify the CH that a message was received.

c. The operator shall be able to view messages contained in the alternate directories (TEST_TRANSMIT_DIR and TEST_RECEIVE_DIR) via the GUI.

3.2.28 The UPT shall support loop back configuration. The loop back configuration shall allow the simulation of data transmitted out of one channel (port) and received on a different channel (port).

3.2.29 The UPT software shall satisfy the guidance in accordance to the “Controlled Access Protection Profile”, dated 08 October 1999, prepared by Information Systems Security Organization.

3.3 Physical Characteristics

The UPT shall be rack mounted.

The UPT size shall be 6U (10.5 in) or shorter.  It shall not exceed the standard rack width (19 in).

3.4 Reliability

The components at the board level shall have a MTBF of 100,000 hours or higher.

3.5 Maintainability

The UPT shall have an operational availability greater than 0.998, which includes both scheduled and unscheduled downtime.

The UPT shall have an operational availability greater than 0.9998 for unscheduled downtime.

The repair time shall include the time required for maintenance personnel to isolate, repair and return the system to full operational status.

3.6 Environmental Requirements

The UPT shall be operable in normal air conditioned environmentally controlled office or computer space including the computer center which typically maintains a temperature of 72 degree F with a relative humidity of 38%, with occasional shock/vibrations exposure, and typical noise level.

3.7 Power Requirements

The UPT shall operate with 100-120 VAC at 15 Amp maximum.

4. Verification

4.1 General

Tests shall be performed and recorded to demonstrate that any single port can send and receive data at the specified data rate for different protocol as specified in section 3.2.16.

Stress tests shall be performed with 36 channels sending and receiving data simultaneously for 24 hours and recorded to demonstrate that the specified composite data rates per card and per chassis are met with the system in the following configuration:

20 ADCCP ports each at 38,400 bps

12 MODE1 ports each at 9,600 bps

4 TTY ports each at 38,400 bps

Tests shall be performed and recorded to verify that all specified communication functions are met.

Tests shall be performed and recorded to verify that all GUI specifications are met.

4.2 Qualification

The UPT shall pass MODE1 and TTY testing in accordance with DISA AUTODIN Category III Certification Test (DISA circular 370-D195-3).

The UPT shall pass ADCCP protocol testing in accordance with N/SP-STD-1200B (the standard governing ADCCP modulus 128 protocols used by NORAD/USSPACECOM).

5. Notes

5.1 Acronyms

The following acronyms are used in this document:

	ADCCP
	Advanced Data Communications Control Procedure

	API
	Application Program Interface

	APS
	Application Interface Specification

	AUTODIN
	Automatic Digital Network

	CH
	Communications Host

	DCE
	Data Communications Equipment

	DISA
	Defense Information Systems Agency

	DTE
	Data Terminal Equipment

	EIA
	Electronic Industries Alliance

	GUI
	Graphical User Interface

	I/O
	Input/Output

	ICD
	Interface Control Document

	MIL-STD
	Military Standard

	MTBF
	Mean Time Between Failure

	NFS
	Network File System

	NMPS
	NNSOC Mission Processing System

	NNSOC
	Naval Network and Space Operations Command

	SPS
	System Performance Specification

	SSN
	Space Surveillance Network

	TBD
	To Be Determined

	TCP/IP
	   Transmission Control Protocol/Internet Protocol

	TTY
	Teletype

	UPT
	Universal Protocol Translator
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