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Notes: 3.3.22   Data Storage Services, in the ES Contractor shall statement section (c), has been modified. 

3.3.22   Data Storage Services
Data Storage Services provide storage solutions for on line, near line, and off line data.

The ES Contractor shall:
0. Operate and maintain the NGEN classified and unclassified storage capabilities including SW, HW, processes, and tools to facilitate the management and reporting of different classes of storage services across a wide range of workloads and applications.  
0. Provide end users with the ability to store and retrieve files on shared and controlled-access storage media.
0. Manage on demand access to scalable storage space to optimize performance for storage intensive applications.
0. Maximize data deduplication.
0. Configure and activate storage pooling.
0. Provide the Government full read and write access to all data storage management tools. 
0. Operate and maintain Microsoft Exchange Services email and public folder storage systems for the allocated storage and auto archiving.
0. Perform backup services in accordance with the following architectural and technical segmentation:
2. SAN4 EMC installations:
0. File (user home directory and command shares):
0. Perform daily incremental backups to the Virtual Disk Library and retain for 14 days.
0. Perform daily incremental backups for off-line storage and retain for 14 days.
0. Perform weekly full backups to the Virtual Disk Library and retain for 30 days.
0. Perform weekly full backups for off-line storage and retain for 30 days.
0. Exchange:
1. Perform daily snapshots of secondary storage and retain for one day.
1. Perform daily backup of secondary storage to the Virtual Disk Library and retain for 30 days.
1. Perform daily backup to off-line storage and retain for 30 days.
0. Applications (e.g., SQL and Oracle):
1. Perform daily incremental backups to the Virtual Disk Library and retain for 14 days.
1. Perform weekly full backups to the Virtual Disk Library and retain for 30 days.
2. SAN4 NetApp installations:
1. File:
1. Perform daily snapshots and retain on primary storage as well as secondary storage for off-site storage.
1. Perform storage snapshots and retain on-site secondary storage as well as off-line storage for 30 days.
1. Exchange:
1. Perform daily snapshots and retain on primary storage as well as off-line storage.
1. Perform storage snapshots and retain on on-site secondary storage as well as off-line storage for 30 days.
1. Application:
1. Perform daily incremental backups to disk storage and retain for 14 days.
1. Perform daily incremental backups to off-line storage and retain for 14 days.
1. Perform weekly full backups to disk storage and retain for 30 days.
1. Perform weekly full backups to off-line storage and retain for 30 days.
1. Perform storage snapshots daily for small sites and retain for 14 days.
1. Perform storage snapshots daily for small sites to off-line storage and retain for 14 days.
2. SAN3 EMC (Migrating to SAN4 NetApp):
1. File (user home directory and command shares):
1. Perform daily incremental backups to the Virtual Disk Library and retain for 14 days.
1. Perform daily incremental backups to off-line storage and retain for 14 days.
1. Perform weekly full backups to the Virtual Disk Library and retain for 30 days.
1. Perform weekly full backups to off-line storage and retain for 30 days.
1. Exchange:
1. Perform daily snapshots to secondary storage and retain for one day.
1. Perform daily backups of secondary storage to off-line storage and retain for 30 days.
1. Perform daily backups of secondary storage to off-line storage for 30 days.
1. Applications (e.g., SQL and Oracle):
1. Perform daily incremental backups to off-line storage and retain for 14 days.
1. Perform weekly full backups to off-line storage and retain for 30 days.
2. Other backups:
1. PKI Tumbleweed logs:
1. Perform daily and weekly backups to off-line disk storage and retain for 90 days.
1. PKI responder backups:
1. Perform daily and weekly backups to off-line disk storage and retain for 90 days.
1. Archive daily and weekly backups to off-line disk storage in accordance with DoD X.509 Certificate Policy v. 10.2, May 4, 2011.
1. PKI Subordinate Certificate Authority (SubCA) backups:
1. Perform daily and weekly backups to off-line disk storage and retain for 90 days.
1. Archive daily and weekly backups to off-line disk storage in accordance with DoD X.509 Certificate Policy v. 10.2, May 4, 2011.
0. Perform an analysis of the current backup scheme and recommend improvements.
0. Operate and maintain the storage environment of critical IA logging data stored for forensic analysis in accordance with the requirements outlined in the Strategic Command (STRATCOM) Directive (SD) 527-1 Department of Defense (DoD) Information Operations Condition (INFOCON) System Procedures, 27 January 2006.
0. Provide data storage service delivery SW including operating system as well as server and virtualization functionality.
0. Provide storage allocation management at the organizational, group, and end user levels. 
0. Provide for the on demand addition of capacity and the physical or logical reallocation at any tier.
0. Enable the assignment of individual and group permissions at the file and folder level to include the ability to open, list, read, modify, save, copy, delete, rename, print files, and map folders.  
0. Control the manipulation of shared folders at the individual and group level including the ability to:
1. Modify folder security permissions even when explicit rights are taken away from the Folder Manager by an end user.
1. Identify the owner of locked files on a file server and, when necessary, unlock the files.
1. Establish file type filtering on a folder and all subfolders within a Government OUs shared space, and provide the ability to restrict by file type.
1. Establish the physical size limits of folders and subfolders within a Government OUs shared space:
1. Set the maximum size limit of a folder to prevent the aggregated size of the files contained in the folder and subfolders from exceeding an established size limit.
1. Set thresholds for folders and subfolders and alert the identified Folder Manager when they are approaching the size limit.
1. Grant sufficient permissions to the Government authorized POCs to produce on demand space utilization reports with sublevel folder totals.
0. Provide storage information per command as part of the Monthly Status Report and, depending upon the agenda, the PMR presentation. (CDRL A010 – Monthly Status Report and CDRL A002 – Presentation Material)
0. Actual Usage: A graphical presentation of the maximum storage utilization for the current reporting period and each of the 11 previous reporting periods.  
0. Threshold Violations: A graphical presentation of the systems and configurations that exceeded 75% capacity during the current reporting period and each of the 11 previous reporting periods.
0. Anticipated Usage: Projected storage requirements for the next 12 months above and beyond current capacity.
0. Rate of Access: The access frequency of data objects at the folder level.
0. Provide for the recovery of all stored data:
1. For On Line Backup: Within 24 hours of a restore request.
1. For Off Line Backup: Within 48 hours of a restore request.
1. For Off Line, Off Site Backup: Within 72 hours of a restore request. 
0. Provide recommended reengineering of the storage architecture to improve utilization, provide efficient resource pooling, and minimize data duplication. (CDRL A032- Technical Report)
0. Architecture Component Audit:  Compare the storage architecture to the design documentation and identify gaps.
0. Utilization Analysis: Assess the storage utilization trends and recommend the reallocation and reuse of storage.
0. Storage Tools Assessment: Analyze the data storage management tools and recommend how to optimize the use of these tools.
0. Virtualization Analysis: Analyze the data storage management tools and recommend a revised virtualization scheme to improve accessibility and availability. 
0. Storage Availability and Redundancy Analysis: Analyze existing availability and redundancy and recommend improvements.
0. DR Analysis: Analyze and recommend improvements in the capability to recover data in the event of a disaster; including (e.g., more efficient and accessible backups, enhancements to storage recovery tools, and reallocation of existing storage to support cloud based DR sites).
0. Thin Provisioning Analysis: Analyze and recommend improvements to capacity trending and projection data to support timely and effective thin provisioning.
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